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# 客户背景和需求

## 客户背景

深圳市气象局（台）是深圳市重要的公共服务单位，承担着深圳国家基本气象站24小时气候观测、全球气象资料交换和天气雷达、闪电定位系统、海洋气象、区域气象等综合观测和专业气象预报服务。

2011年8月12日，第26届世界大学生夏季运动会在深圳召开，为了应对大运会各种比赛和训练要求，市政府设置了四个主场馆：春茧开幕式场馆、世界之窗闭幕式场馆、七星湾水上运动场馆、龙岗大运指挥中心场馆，由深圳气象局承担大运会气象保障任务。

众所周知，对于一场规模宏大的运动盛会而言，气象预报的准确程度对赛程安排乃至运动会的成败与否息息相关。八月的深圳正值主汛期，台风、暴雨、高温、雷暴这些因素都有可能会影响到大运会的正常进行，精确的气象预报是大运气象保障的首要目标，而每一次精确的预报数据，都是由后台大量的业务系统进行数据采集、运算和分析的结果。气象局由部署在一个中心（总部数据中心）、五个基地（石岩、龙岗、蔡屋围、西涌、竹子林观测基地）的七大业务系统（数据集成、临近预报、数值预报、分区预警、台风预报、空气质量、精细化服务）和450台不同类型IT设备所构成的IT基础平台为全市的气象预报和比赛场馆提供气象保障服务。

## 需求和挑战

1. 一中心四场馆五基地，地理位置分散，网络受限，运维困难

450台不同厂商、不同类型的IT设备分别部署于深圳气象局的一个数据中心和五个检测基地为大运会的四个比赛场馆提供预报业务平台支撑，而这些地点分别位于深圳市的各个城区，地理位置分散，彼此相隔距离较远，且设备间的运维网络又相对隔离，加之大运会期间交通管制和拥堵情况严重，这使得系统一旦发生故障时，IT运维人员无法及时进行现场运维，且远程运维受阻，这将势必导致故障处理时间的延误，影响气象预报业务的正常开展。

1. 业务系统构成复杂，专家资源有限，运维力量不足

深圳气象局七大业务系统构建于大量的不同厂商不同类型的IT软、硬件设备之上，其中涵盖：主机、存储、网络设备、操作系统、数据库、应用软件等。据统计，为满足大运会的气象保障服务要求，气象局的IT设备由大运会之前的250多台增加至了450台，同时为保证赛事的管理有序和顺利进行，新增了大量的应用系统和软件。所以，结构复杂且分散的IT系统需要大量各个领域的技术专家进行分散运维，而大运组委会出于安保考虑，对现场运维人员的数量又有着严格的限制，在这种情况下，如何合理的利用数量有限的各领域专家资源对分散复杂的IT系统进行及时运维，以及在出现复杂问题时，如何调配内部相应领域的技术专家进行协同会诊，以及寻求并接入外部专家资源进行支援等，成为了本次运维保障工作所面临的重要挑战。

# 行云服务云运维平台

借助于行云服务的远程管理和协同运维能力，气象局搭建了一套行云服务云运维平台。通过云运维平台，可以将位于一个中心、四大场馆、五个基地分散的IT设备与内部技术专家和外部支持团队统一的接入到平台上来，打破设备、专家地理位置和网络的限制，使得有限的专家资源能够快速通过云运维平台随时随地访问和维护分散在各地的IT设备。同时，该平台基于“云”体系实现了所有IT设备的统一管理，技术专家资源的合理调度和集中化运维。



图：深圳气象局云运维平台架构

1. 突破地理位置和网络的限制，将分散隔离的设备统一集中运维

针对分散在各地网络隔离的IT设备，利用行云网关的技术特性，可以有效的在行云网关和云运维平台之间建立起一条安全、高效、可靠的网络通道，让运维人员能够随时接入控制，及时开展 IT 运维工作。通过统一运维管理的入口，将所有分散在各地、不同类型不同厂商的设备统一纳入平台范围，集中管理起来，以统一的视角展现所有设备，让运维人员能够对所有设备一目了然，使同一个技术专家可以同时对分散在各地的IT设备进行一对多的运维操作。既解决了设备分散隔离的运维困难的问题，又解决了专家资源有限，运维力量不足的问题。



图：深圳市气象局设备网络

1. 整合专家资源，使身处异地的多方专家高效协同

通过行云服务分享协同的能力，可让多位身处异地的技术专家同时查看实时同步的相同操作界面，还可邀请外部专家资源加入协同操作，将内部专家资源和外部技术力量有效的结合起来，在处理重大复杂问题时，多位专家之间可以进行高效的协同会诊，快速解决问题，同时利用平台提供的协同白板、即时聊天通讯等辅助功能，让内、外部专家之间的协同更加畅通、运维操作更加便捷。



图：多位专家之间的协同分享

# 行云服务应用价值

深圳市气象局通过使用行云服务云运维平台，大大缩短了大运会气象保障系统的维护响应时间，大幅提高了工作效率，同时解决了专家资源有限的问题，增强了运维保障技术能力，全面实现了高效的远程集中化运维，不仅为大运会的顺利进行提供了强有力的技术服务保障，也为气象局IT信息化系统运维的长期管理带来了显著的价值，具体表现在以下方面。

1. 打破地理位置限制，缩短了IT运维“时空”的距离

通过行云服务远程运维的能力，打破了IT设备和维护人员地理位置分散、网络隔离的限制，为远程IT设备提供“类现场”服务，大大缩短了故障发生时的响应时间，提升了工作效率，有效的解决了设备和人员地理分散的实际问题。在IT运维的过程中，灵活的将现场运维和远程运维相结合，在提高运维效率的同时，还大大降低了IT运维的时间和人力成本。

1. 建立了分散设备的统一集中化管理体系

基于行云服务所构建的云运维平台，帮助气象局将大量不同厂商、不同类型的IT设备纳入了统一的运维管理平台，统一管理起来，以统一的视角展现所有设备。让运维人员能够对所有设备一目了然，进行统一集中化的运维管理。

1. 增强了专家资源的管理与协同，提升了技术保障能力

将分布广泛的IT设备、本地运维人员、远程技术专家、厂商技术团队统一有效的组织起来，形成一个协同高效、保障有力的运维团队，不仅解决了现场运维专家资源有限的问题，又充分利用了多方优势技术资源，在发生重大复杂问题时，不仅可以快速的组织调度内部专家资源，同时还可以接入外部专家团队，实现集中运维、统一管理、协同会诊、提升效率等目标，为气象保障工作提供更有效的技术支撑。

1. 丰富了IT运维管理手段，建立了常态化的运维体系

借鉴大运气象保障IT运维的成功经验，会后，深圳市气象局将云运维平台转化成为了数据中心和观测基地IT系统日常维护的统一运维管理平台，使之成为了气象局常态化的运维模式，极大的丰富了气象局IT系统运维的方法和手段，同时，利用平台功能，建立了持续运行的安全运维审计机制。

****

**官方网址：** www.[cloudbility](http://www.cloudbility.com).com

**服务热线：** 40088-25683（CLOUD）

**业务咨询：** sales@cloudbility.com

**技术支持：** support@cloudbility.com